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A B S T R A C T

We constructed a continuum theory of carbon phases based on the Landau theory of phase

transitions. Our theory ties up many seemingly unrelated data on the carbon system.

Transformations between graphite, diamond, and liquid-carbon are described by the Lan-

dau–Gibbs free-energy which depends on two order parameters: crystallization and struc-

tural. The barrier-height and gradient-energy coefficients were calculated from the

nucleation data obtained in the studies of diamond/graphite and diamond/liquid-carbon

systems. The boundary of the absolute stability of the graphitic phase was interpreted as

the spinodal point of the free-energy, which allowed us to calculate the pressure depen-

dence of the barrier-height coefficient. The continuum model yielded a value of 1.66 J/m2

for the graphite/liquid-carbon interface energy, which continues the trend of the elements

of Group IV. We also analyzed stability of nanostructured amorphous carbon and inter-

preted it as the transition state of the free-energy function. This conjecture helped us to

explain results of the experiments on the focused ion-beam irradiation of CVD-diamond

nanofilms. The present theory may be used for the large-scale modeling of graphite and

diamond crystallization; it can also be extended to include other structural modifications

of carbon or an entirely different element such as silicon.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

1.1. Carbon phases

Carbon is one of the most abundant elements in the universe

and the most versatile material known to a man. This ele-

ment is the basis of life on Earth and constitutes interiors of

the celestial objects: outer planets, Uranus and Neptune,

and white dwarf stars. Carbon is often considered to be sili-

con of the future because of the unique properties resulting

from the variety of possible structural forms. A wide range

of electronic properties of carbon from insulating/semicon-

ducting diamond to metal-like graphite, nanotubes, and

graphene sheets yields many technological applications in

different areas of human activity. Such versatility of this ele-

ment in nature results from the unique property of a carbon

atom to form bonds of many different configurations, called

hybridizations: liner sp1, planar sp2, tetrahedral sp3, etc. All

of this causes great scientific interest in thermodynamic

properties of carbon.

Equilibrium carbon phases have been studied for many

years. Despite the tremendous technical difficulties of exper-

imental studies (temperatures of up to 10,000 K and pressures

of 100–1000 GPa) the phase diagram of carbon has been cre-

ated [1–3]. Thermodynamic databases helped develop fairly

good bulk-thermodynamic free-energy functions that repro-

duce the low-temperature portion of the carbon phase dia-

gram [4]. Because of the experimental difficulties, the

theoretical (density functional) and numerical (MC and MD)

methods of study of carbon phases gained popularity in the

scientific community [5–15]. The phase diagram of carbon

most commonly considers three clearly distinguished phases:
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graphite, diamond, and liquid carbon, although there is a number

of high energy phases, e.g. bc8 and simple cubic, which were

found to be metastable at low pressure and temperature [5]

and stable at high pressure conditions [6]. Analysis of the

behavior of graphite under conditions of isotropic pressure

brought a surprising result that at least its rhombohedral

modification can transform into diamond without thermal

activation at 80 GPa [7]. Although these studies are still work

in progress and the experimental phase diagram in its finality

is still to be drawn, many features have been clarified re-

cently: for instance, a triple point of coexistence of the three

phases has been found to be around the temperature of

4250 K and pressure of 15 GPa, see [8] and Fig. 1.

Experimental results on liquid carbon are scarce because

of the extreme conditions and/or short times of observations

of the liquid state. However, a maximum in the melting tem-

perature of graphite as a function of pressure has been ob-

served in a number of studies [1–3]. Explanations of the

maximum led to the introduction of two types of liquids:

low-pressure graphite-like predominantly-sp2 and high-pres-

sure diamond-like predominantly-sp3 [15]. Ree et al. [9–11]

conducted MD simulations and presented the isotherms of li-

quid carbon exhibiting a clear Van der Waals type depen-

dence between the mostly sp2 and sp3 liquids. As a result, a

liquid–liquid phase transition (LLPT) has been predicted.

Moreover, a second triple point of coexistence of the two liq-

uids and graphite and a critical point of the coexistence of the

two liquids at the temperature around 9000 K and pressure of

11 GPa have been conjectured [9–11], although these did not

follow from the experimentally observed properties of the li-

quid [1–3]. Numerical modeling of carbon structures relies

heavily on the choice of the interaction potential, which is

being constantly revised approaching the ‘‘real’’ interaction

of carbon atoms. Recently Wang et al. [12] and Ghiringhelli

et al. [8] presented calculations using an improved interaction

potential and found no evidence of LLPT or the critical point

for liquid carbon. However, there are no doubts that as pres-

sure increases atomic coordination of carbon undergoes an

adjustment from three- to four- and higher-fold numbers [6].

Carbon may also exist in another solid-state form, amor-

phous [16,17]. Classification of carbonacious materials as

‘amorphous’ is not straightforward as many different systems

fall into this category. One of the important parameters of

such materials is the sp3=sp2 ratio. Amorphous carbon with

high ratio, usually at or above 70%, is called tetrahedral

(ta-C); it is also often called diamond-like carbon due to sim-

ilarity of electrical and mechanical properties of ta-C to those

of diamond. There is another category of amorphous carbon

that attracts attention of the researchers-nanostructured amor-

phous carbon (na-C). Na-C can be manufactured using several

different techniques: chemical vapor deposition (CVD) of car-

bon atoms, focused ion beam bombardment (FIB) of carbon
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Fig. 1 – Low temperature–pressure region of the carbon phase diagram. G-graphite, D-diamond, L-liquid carbon regions. Solid

lines-phase boundaries based on the data of [8]; dashed line-graphite/diamond spinodal line based on the data of [7]. Red

square-ðT ¼ 0 K;P ¼ 1:36 GPaÞ; red circle-ðT ¼ 0 K;P ¼ 80 GPaÞ; black triangle-ðT ¼ 4000 K;P ¼ 6:7 GPaÞ; blue diamond-

ðT ¼ 5000 K; P ¼ 85 GPaÞ. (For interpretation of the references to color in this figure legend, the reader is referred to the web

version of this article.)
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surfaces with non-carbon ions [18–20], etc. Regardless of the

preparation technique na-C’s have two common features.

First, these materials are always produced in the form of thin

films, wires, or small particles that is, nanostructures. Sec-

ond, although theoretical calculations and numerical simula-

tions of such materials produced energies of formation

significantly higher than those of graphite and diamond at

the same temperatures [13,21–23], these materials possess

certain degree of thermodynamic stability.

The MD/MC cluster simulation methods are an excel-

lent tool of materials study when equilibrium properties

of phases-graphite, diamond, liquid, and amorphous-are

considered [5–13]. These methods, however, encounter sig-

nificant difficulties describing nucleation of the new

phases [24] because they deal with relatively small clusters

of atoms and do not allow for the analysis of heterosys-

tems. As a result, stability of na-C can hardly be analyzed

based on the cluster simulation methods. Another impor-

tant area where these methods fail is the kinetics of phase

transformations. A different method, which would allow

for the analysis of the interface regions and kinetics, is re-

quired for the uninterrupted progress of the study of

carbon.

1.2. Continuum method of phase transitions

A continuum approach can serve this purpose. Many research-

ers have noticed that there are continuous transformation

paths between different phases of carbon [5,7]. In this publi-

cation we discuss our efforts to build a Landau-type theory

of carbon phases [25,26]. The theory does not introduce a

new phase diagram of carbon but uses already existing data

on phase boundaries of the diamond, graphite, and liquid

phases [1–14]. Specifically, we will be using the database of

[4] for the low-temperature region ð0� 3000 KÞ and the ther-

modynamic calculations of [8] for the high-temperature re-

gion ð3000� 6000 KÞ of the phase diagram. The theory has

proven to be able to analyze a variety of systems [27,28]; it

provides a universal approach to a variety of processes and

has an important advantage of analyzing both stability and

transformation kinetics incorporating the thermodynamic

and dynamic data into a unified scheme. To the best of our

knowledge this is the first application of the theory to a sys-

tem with pure covalent bonding. Most of the results of the pa-

per relate to the region of the diagram near the graphite/

diamond/liquid triple point, Fig. 1.

The Landau theory of phase transitions is a mean-field

type of theory. In the framework of this theory a state of a sys-

tem, in addition to the thermodynamic variables like temper-

ature T and pressure P , is represented by a certain value of a

‘hidden’ variable g, called an order parameter (OP) [25,26]. OP is

a low-dimensional characteristic of a particular transforma-

tion in a multi-dimensional space. The transformation is fully

characterized by the coarse-grained free energy, which may be

significantly simplified by taking into account all the symme-

tries of the system. Introduction of the OP allows one to de-

fine a phase as a locally stable homogeneous (with respect

to the OP) state of the system. As known, in an open one-

component system, a phase corresponds to a minimum of

the molar Gibbs free energy, GðT ; P ; gÞ. Hence, the OP for this

state can be found among the critical points of G as a function

of OP:

@G
@g

� �
T;P

¼ 0 ð1Þ

The free energy function that describes a phase transition

must have at least two minima with respect to OP that corre-

spond to the phases: g ¼ g0, and g ¼ g1 (e.g. g1 > g0Þ, and a

maximum, which corresponds to the transition state, g ¼ gt,

that is, the barrier that separates the basins of stability of

the phases. Transition state, a free-energy maximum with re-

spect to OP, can also be found among the roots of Eq. (1) but,

contrary to the bulk phases, it is locally unstable under the

conditions of constant pressure that is ð@2G=@g2ÞT;PðgtÞ < 0,

see Inset (a) of Fig. 2. The phase-equilibrium temperature or

pressure P E, is defined by the equation GðT ; P E; g0Þ ¼
GðT ; P E; g1Þ. A system may also have one or several spinodal

points that is, temperature and pressure values ðT ; P SÞ where

a metastable phase ultimately loses its stability and becomes

absolutely unstable (see Figs. 1 and 2). Experimentally the

spinodal points manifest themselves in disappearance of a

need for thermal or chemical activation for the transition.

In the language of the continuum theory the spinodal points

appear when the OP of the transition state becomes equal to

that of the metastable phase, e.g.

gt T;P0
S

� �
¼ g0 T; P0

S

� �
ð2Þ

Many systems cannot be described by a single OP due to vari-

ety of transitions that may occur simultaneously. In this case

the most convenient way to define the order parameters is to

set them as independent. Even with two independent OP the

free energy GðT ; P ; g; nÞ has significantly greater variety of

types of the critical points than with one, the most popular

additional type is the saddle point [29]. The sufficient condi-

tion of local minimum at the two-OP critical point is that:

@2G

@n2 > 0; and
@2G
@g2

@2G

@n2 �
@2G
@g@n

� �2

> 0 ð3Þ

In the framework of the continuum field-theoretic approach

of the Landau theory the structural heterogeneities are de-

scribed by the gradients of the OP so that the molar Gibbs free

energy of the substance is expressed as follows [30–32]:

bG ¼ GðT; P; gÞ þ 1
2

jðT;PÞðrgÞ2 ð4Þ

where j is called the gradient-energy coefficient. Thus, the total

Gibbs free energy of the system of volume V is

GfT; P;N; gðrÞg �
Z

V
qbGd3x ð5Þ

where q is the molar density (V is the molar volume):

q�1 � @G
@P

� �
T;g

¼ V ð6Þ

and N is the number of moles in the system:

10 C A R B O N 4 8 ( 2 0 1 0 ) 8 – 2 4



N �
Z
V

qd3x ¼ constðT;PÞ ð7Þ

Taking into account the constraint of fixed number of moles

N in the system1 we obtain that the open-system variational

problem ðG!min;N ¼ const;V – constÞ yields the follow-

ing boundary-value problem [33] for the equilibrium distribu-

tion gEðrÞ:

@qðG� lÞ
@g

�r q
@ bG
@rg

 !
¼ 0 in V; ð8aÞ

n � rg ¼ 0 on V
_

; ð8bÞ

q½G� l� j=2ðrgÞ2� ¼ 0 on V
_

; ð8cÞ

Here l is the chemical potential of the system which depends

on T , P , and V ; V
_

is the boundary of V, and n is the unit vector

on V
_

. The free-boundary condition, Eq. (8c), appears because

the volume of an open system is not specified. From the

boundary conditions, Eqs. (8b) and (8c), follows that

l ¼ GðT;PE; gEfV
_

gÞ: ð9Þ

Coexistence of two phases at equilibrium entails a layer

between them called an interface. Many properties of an inter-

face at equilibrium in a one-component medium can be com-

pletely determined by just one intensive quantity, the surface

tension or interface free energy r [34]. In the continuum formu-

lation the interface is represented by a transition zone of cer-

tain thickness l where the OP changes its value from that in

the bulk of one phase, e.g. g0, to that in the bulk of the other

one, e.g. g1. Then the interfacial energy and thickness can be

defined as follows [32]:

r �
Z þ1

�1
q½bGðT; PE; gEÞ � l�dx; l � jg1 � g0j

max jdg=dxj : ð10Þ

In the case of a one-dimensional system with the size X in the

direction perpendicular to the plane of the interface, the Euler

equation, Eq. (8a), can be integrated once. Taking into account

the free-boundary condition, Eq. (8c) and the fact that q – 0,

we find that the 1D open-system equilibrium-state bound-

ary-value problem takes the form:

GðT; PE; gEÞ �
j
2

dgE

dx

� �2

¼ l for 0 < x < X; ð11aÞ

dgE

dx
¼ 0 for x ¼ 0; X: ð11bÞ

Then one can find the expressions for r and l in an unlimited

ðX !1Þ open system:

r ¼
ffiffiffiffiffiffi
2j
p Z g1

g0

qdgffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GE � l
p ; l ¼ jg1 � g0j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j=2

GE � l

s
ð12Þ

In the case of two OP’s:

bG ¼ GðT;P; g; nÞ þ 1
2

jgðT;PÞðrgÞ2 þ 1
2

jnðT;PÞðrnÞ2 ð13Þ

1 We define q � constðuÞ as a quantity that does not depend on u but may depend on other variables of the problem.
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If the molar density does not vary strongly, it may be assumed

a constant, q ¼ �q ¼ constðxÞ, and the interface energy may be

expressed as follows [35]:

r ¼ 2�q
Z þ1

�1
fGðT;PE; gE; nEÞ � lgdx

¼ �q
Z þ1

�1
jg

dgE

dx

� �2

þ jn
dnE

dx

� �2
( )

dx ð14Þ

1.3. Stability of transition state in closed systems

The transition state of the single-OP homogeneous system, gt,

corresponds to a maximum of GðT ; P ; gÞwith respect to the OP

variations and is absolutely unstable (that is, with respect to

small fluctuations of g) in an open system (that is, for

T ; P ¼ const). However, the stability of this state can change

dramatically in a closed system when the condition of constant

volume is imposed: V ¼ const. In this case instead of the mo-

lar Gibbs free energy as a function of pressure, GðT ; P ; gÞ, it is

more convenient to use the molar Helmholtz free energy,

F ðT ; V ; gÞ, as a function of the molar volume V , Eq. (6). The lat-

ter can be found from the former through the Legendre

transformation:

FðT;V; gÞ ¼ G� P
@G
@P

� �
T;g

Recently one of the authors (AU) used the continuum method

to analyze the case of a closed system and showed [36] that a

homogeneous transition state, gt, can be thermodynamically

stable if:

@2G
@P@g

� �2

@2G
@g2

@2G
@P2

							
g¼gt

> 1: ð15Þ

As known, in a closed system of given size and average molar

volume a heterogeneous mixture of the bulk phases is more

stable than any other homogeneous state of the system. How-

ever, as it was demonstrated in [36], if the size of the closed

system X is below the critical limit X cr:

X < Xcr �
p

2
ffiffiffi
2
p l; ð16Þ

the homogeneous transition state can be globally stable that

is, have less Helmholtz free energy than any other equilib-

rium state including heterogeneous ones. Thus, if the mate-

rial parameters of the system satisfy the criterion, Eq. (15),

and the linear sizes – (16) then the homogeneous transition

state, gt, becomes the most stable state of the closed system

in the certain range of average molar volumes.

The structure of the paper is as follows. In Section 2 we

introduce a continuum model of carbon phases and demon-

strate how the parameters of the model may be obtained from

the data on nucleation of diamond on graphite and from li-

quid. In Section 3 we apply the developed model to the prob-

lem of crystallization of graphite by considering the processes

of nucleation of graphite from liquid phase. The model will be

also used in the present paper to gain an insight into the equi-

librium properties of the amorphous phase of carbon at nano-

scale dimensions (na-C) and amorphization of carbon under

conditions of FIB irradiation of CVD-diamond nanofilms

[18–20]. In Section 4 we discuss the obtained results and

extensions of the model on different systems.

2. Continuum model of carbon

2.1. Order parameters

The choice of OP’s for a real-material continuum modeling is

always a complicated matter. As we pointed out in the Intro-

duction our goal is to construct a model that describes the

processes of carbon melting-crystallization and the graph-

ite–diamond structural transformation. To describe the

variety of possible structural forms and different transforma-

tions of carbon in the region of the phase diagram near the

graphite/diamond/liquid triple point, see Fig. 1, we need at

least two OP’s, which may be multi-component and depend

on three spatial coordinates. To describe crystallization we

use the approach of Ramakrishnan and Yussouff [37] where

the authors proved that’’the lattice periodic component of

the density is... an order parameter’’ for freezing transition.

In the Landau–Gibbs free energy proposed below the effective

scalar crystallization OP g that distinguishes a solid state from

a liquid one may be interpreted as the crystal-lattice Fourier

component of the density.

Dmitriev et al. [38,39] interpret ‘‘the graphite–diamond

transition . . . as a transition between two low-symmetry or-

dered phases, which are derived from a common disordered

hexagonal latent parent phase’’. It was also found in [38,39]

that ‘‘an essential parameter appears to be the degree of occu-

pancy of the latent unit cell by the atoms (i.e., the concentra-

tion).’’ The treatment in [38,39], however, did not produce a

phase diagram of carbon as a real material, which should be

accomplished by our model. That is why we will be using

an effective scalar structural OP n associated with the graph-

ite–diamond transition, which describes the most favorable

path between the graphite and diamond phases in the mul-

ti-dimensional space of the structural OP’s.

Diversity of atomic configurations of solid carbon is usu-

ally characterized by the average coordination number C, which

is defined as the number of other atoms directly linked to the

specified atom. In the literature [13,23] one may find a work-

ing definition of the average coordination as the number of

neighbors in a sphere of certain radius, usually about 1.85 Å.

On the microscopic scale the average coordination number

relates to the state of atomic hybridization: sp3, sp2 or sp1.

On the macroscopic scale C is connected to the properties of

the material; e.g. the molar density q of carbon structures

[16,17,23]. As the definition of C relates to the coarse-grained

nature of the effective OP’s, their physical meaning may be

clarified through the relationship with q : C ¼ UfqðT ; P ; g; nÞg,
where the density of the system in the entire domain of

variation of temperatures and pressures can be found using

Eq. (6).

A reliable relationship C ¼ Ufqg for different structural

modifications of carbon should be a subject of an indepen-

dent study. In this paper we use a linear approximation of this

relationship; such approximation was found to be approxi-

mately correct in amorphous carbon [16,17,23]. As the func-

tion C ¼ Ufqg must pass through the densities of graphite

12 C A R B O N 4 8 ( 2 0 1 0 ) 8 – 2 4



ðq ¼ qG;C ¼ 3Þ and diamond ðq ¼ qD;C ¼ 4Þ, it can be ex-

pressed as follows:

CðT;P; g; nÞ ¼ 3þ qðT; P; g; nÞ � qGðT; PÞ
qDðT;PÞ � qGðT;PÞ

ð17Þ

This relationship spreads beyond the values of graphite and

diamond phases into the domains of densities typical for

the liquid carbon and high-energy phases.

2.2. Gibbs free energy of carbon

Although the energies of formation of different carbon struc-

tures are very close, they must be separated by high activation

barriers, which provide their stability in a wide range of con-

ditions. For instance, diamond is stable at room temperature

and pressure although it is thermodynamically unstable

against graphite phase under these conditions. Both transi-

tions, structural and crystallization, are of the first-order;

hence, the free-energy function of carbon must be a polyno-

mial of the order not less than fourth and include the terms

of the third order in n and g. The OP’s coupling must start with

the bi-quadratic term and have the form that excludes the

stability of the phases other than diamond, graphite, and li-

quid. On the basis of these facts we propose the following

form of the Landau–Gibbs free energy:

GðT;P;g;nÞ¼Qþ1
2

Agx
2ðgÞþBgmðgÞþ

1
2

Anx
2ðnÞþBnmðnÞþ JmðnÞmð1�gÞ

ð18aÞ

where A’s, B’s, Q, and J are functions of ðT ; P Þ, which should be

determined through the comparison with the phase diagram

of carbon. The OP’s can always be scaled such that their val-

ues at the stable phases are near 0 and 1; this constraint al-

lows us to select the functions xðxÞ and mðxÞ as

xðxÞ ¼ xð1� xÞ; mðxÞ ¼ x2ð3� 2xÞ ð18bÞ

The equilibrium phases-graphite, diamond, and liquid – can

be found among the critical points ðnC; gCÞ of the free energy

G, Eq. (18), that is, the solutions of the following simultaneous

equations:

@G
@n
¼ xðnÞ Anx

0ðnÞ þ 6Bn þ 6Jmð1� gÞ½ � ¼ 0

@G
@g
¼ xðgÞ Agx

0ðgÞ þ 6Bg � 6JmðnÞ

 �

¼ 0
ð19Þ

Eq. (19) can be easily resolved and the critical points ðnC; gCÞ
can be found as the intersections of the pairs of the critical

lines from the following two sets:

n0 ¼ 0; nt ¼
1
2
þ 3

An
½Bn þ Jmð1� gÞ�; n1 ¼ 1 ð20aÞ

g0 ¼ 0; gt ¼
1
2
þ 3

Ag
½Bg � JmðnÞ�; g1 ¼ 1 ð20bÞ

According to the definition presented above, a phase is a lo-

cally stable homogeneous state of a system. Hence, to identify

the OP’s of the phases we have to verify Eq. (3) for the critical

points ðnC; gCÞ. As the second-order partials of G are:

@2G

@n2 ¼ AnfxðnÞx00ðnÞ þ ½x0ðnÞ�2g þ 6x0ðnÞ½Bn þ Jmð1� gÞ�

@2G
@g2
¼ AgfxðgÞx00ðgÞ þ ½x0ðgÞ�2g þ 6x0ðgÞ½Bg � JmðnÞ�

@2G
@g@n

¼ �36JxðnÞxðgÞ

ð21Þ

the condition, Eq. (3), will be satisfied if we choose the phases

as following: liquid ¼ ðn0; g0Þ; diamond ¼ ðn0; g1Þ; graphite ¼
ðn1; g1Þ. Such choice of phases helps identify parameters Q,

Bn, and Bg of the free energy, Eq. (18), as following:

Q ¼ GLðT;PÞ
Bg ¼ GDðT;PÞ � GLðT;PÞ � DGD=L

Bn ¼ GGðT;PÞ � GDðT;PÞ � DGG=D

ð22Þ

where DGD=L, DGG=D may be called the driving forces of the

respective transitions.

The free energy, Eqs. (18) and (22), has another critical

point – ðn1; g0Þ with liquid-like OP g. As pointed out in the

Introduction there is no LLPT in the carbon system. To ex-

clude the second liquid phase from our system we assume

that this state represents a saddle point of the free energy:

gtðn ¼ n1Þ ¼ g0: ð23Þ

This yields a constraint on the interaction parameter J :

J ¼ 1
6

Ag þ DGD=L ð24Þ

Thus the molar Gibbs free energy of carbon takes the form:

GðT; P; g; nÞ ¼ GL þ
1
2

Agx
2ðgÞ þ DGD=LmðgÞ þ

1
2

Anx
2ðnÞ

þ DGG=DmðnÞ þ 1
6

Ag þ DGD=L

� �
mðnÞmð1� gÞ ð25Þ

where Ag, An are called the barrier-height coefficients because at

equilibrium the phases are separated by the free energy bar-

rier of the height A=32. Notice that redefinition of the OP’s

does not change the heights of the free energy barriers.

Fig. 3 represents a phase map – the critical lines in the

plane ðn; gÞ – of the Landau–Gibbs free energy, Eq. (25), with

the values of GLðG;DÞðT ; PÞ obtained from [8] and parameters,

Ag, An identified in the following sections. The stable (and

metastable) phases satisfy the conditions of Eqs. (3) and (21)

and the saddle points represent the transition states between

the phases. In Fig. 4 is depicted the stereoscopic projection of

the Landau–Gibbs free energy, Eq. (25), as a function of OP’s

ðn; gÞ at the same point in the ðP ; T Þ-phase diagram of Fig. 1

as in Fig. 3 that is, on the graphite melting line.

The free energy density of the continuum theory, Eqs. (13)

and (25), contains a set of coefficients, the barrier-height A’s

and the gradient-energy j’s. For instance, inclusion of the gra-

dient energy contributions into the theory accounts for the

heterogeneities of the material, which in the case of carbon

are due to the stretching and bending of atomic bonds that

is, stresses in the system. As these coefficients are not stan-

dard, tabulated properties of materials one needs to find

means of estimating them. For the consistency of the contin-

uum theory it is preferable to estimate them directly from the

ab initio calculations. Because this problem is not solved yet,

in the following two sections the coefficients ðAg;jgÞ and

ðAn; jnÞ will be identified indirectly via the comparison with

the appropriate quantities obtained from the results of the

simulations of nucleation of diamond phase from graphite

and liquid carbon. We will also estimate the (T, P)-dependence

of these coefficients using the data on stability of carbon

phases.
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Fig. 4 – Stereoscopic projection of the Landau–Gibbs free energy, Eq. (25), for the conditions of Fig. 3.
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2.3. Diamond/graphite coexistence

As known, the interfacial energy plays a major role in the pro-

cesses of nucleation and epitaxial growth of one phase on the

surface of another, e.g. diamond on graphite [16]. To calculate

the excess of the total energy of a non-hydrogenated graph-

ite/diamond interface Lambrecht et al. [40] used the method

of continuous matching of diamond and graphite planes for

two possible structures: (i) two ð1 �100Þ graphite planes match-

ing three ð1 �21Þ diamond planes and (ii) two ð11 �20Þ graphite

planes matching three ð10 �1Þ diamond planes. The coherency

of the graphite/diamond interface will be warranted in both

cases if three {111} diamond planes match up with two

{0001} graphite planes. The model yielded quantitative struc-

tures of the interfaces at 0 K where the excess energy was

‘‘essentially due to (the presence of) the dangling bonds’’.

For the magnitudes of rD=G the authors found: (i) 1:7 J=m2

and (ii) 2:5 J=m2; they argued that this result explained the fact

that type-(i) interface is the most frequently observed in the

experiments.

The interfacial structure presented in [40] allowed us to

estimate the thickness of the interface lD=G. In addition to

sp2 � sp2 and sp3 � sp3 bonds, the interface includes

sp2 � sp3 and dangling bonds. As it can be expected, the

graphite planes are affected greater by the coherent matching

than those of the diamond phase. We estimate that two layers

of the graphite, two layers of the transition zone, and one

layer of the diamond phase are affected by the transition.

Then, taking into account angular orientation of the diamond

bonds and using the value of 1.42 Å for the average bond

length, the total thickness of the type-(i) interface lD=G comes

to about 0.57 nm. Although this result was obtained from the

analysis of one orientation only, it provides a good starting

point for numerical analyses of the model.

In the continuum theory a phase-separating interface is

described by the interfacial energy r and thickness l from

Eq. (10). In the present subsection we consider the solid-state

transformation of carbon between the diamond and graphite

phases. As the terminal phases of the transformation path

defined by the free energy, Eq. (25), have the same crystalliza-

tion OP g ¼ g1, the entire diamond/graphite interface may be

described by Eq. (12) with only one, structural OP n, varying

(the thick black vertical line in Fig. 3). Then we obtain (see de-

tails in [36]):

rD=G ¼
1
6

ffiffiffiffiffiffiffiffiffiffi
jnAn

p ln VG=VD

VG � VD
; lD=G ¼ 4

ffiffiffiffiffiffi
jn

An

r
ð26Þ

Given the estimates of lD=G and rD=G for the type-(i) graphite/

diamond interface and the magnitudes of V G ¼ 5:082 cc=mol,

V D ¼ 3:406 cc=mol, we estimate the magnitudes of the bar-

rier-height An and gradient-energy jn coefficients at

ðT ¼ 0 K; PE ¼ 1:36 GPaÞ as follows:

An ¼ 24
rD=G

lD=G

VG � VD

ln VG=VD
� 300:

kJ
mol

;

jn ¼
3
2

rD=GlD=G
ðVG � VDÞ
ln VG=VD

� 0:609� 10�15 Jm2

mol
:

ð27Þ

The activation barrier height at equilibrium, An=32 �
9:4 kJ=mol ð� 0:1 eV=atomÞ can be compared with the driving

force for the diamond-to-graphite transition at (0 K, 0 GPa),

which, using the data of [4], can be estimated as 2.7 kJ/mol,

and the thermal energy at (300 K, 0 GPa) of 2.5 kJ/mol. We

can conclude that the activation barrier significantly impedes

transition of diamond to the more stable graphite phase as

the experiment shows. In Fig. 2 are depicted the Gibbs free

energies of graphite and diamond phases and the transition

state versus pressure at 0 K. As the results of [40] are applica-

ble only to the specific direction of matching diamond and

graphite planes, the magnitudes of An and jn should be orien-

tation sensitive.

Fahy et al. [7], using the density-functional theory with

an ab initio pseudopotential and the interlayer distance as

a free parameter, calculated the activation barrier between

rhombohedral graphite and diamond to be 0.33 eV/atom.

This estimate, which seems to eliminate practically any

thermally activated diamond–graphite transition at temper-

ature below 2000 K, is significantly greater than ours not

only because they considered a rhombohedral modification

of graphite. Greater difference comes from the fact that

they considered a homogeneous single-crystal graphite/dia-

mond transformation without any dangling bonds while we

consider an interface that is, a heterogeneous structure,

which requires the dangling bonds even when it is coher-

ent. The experimental value can be even less if the mecha-

nism of termination of the dangling bonds by sp1 carbon

atoms is essential.

In the same paper [7] the authors predicted disappearance

of the need for thermal activation of the transition of rhom-

bohedral graphite into diamond at (0 K, 80 GPa). This fact

may be interpreted as attainment of the graphite spinodal

point of the free energy, Eq. (25), see Fig. 2. Then, using

Eqs. (2), (20), (22), and the data of [4], we obtain that

Anð0 K; 80 GPaÞ ¼ 6DGG=Dð0 K;80 GPaÞ � 441: kJ=mol. Using a

linear approximation for the pressure dependence of the

coefficient An we can estimate @An=@P � 1:79 cm3=mol. Notice

that @An=@P � V G � V D.

The conclusion of [40] that high value of the diamond/

graphite interfacial energy mostly is due to the significant

number of dangling bonds on the interface allows us to esti-

mate the slope of the temperature dependence of the bar-

rier-height coefficient An. Indeed, any process that causes

termination of the dangling bonds will decrease rD=G and

the coefficient An. Three mechanisms may be responsible for

termination of the dangling bonds on the diamond/graphite

interface: sp1-hybridization, hydrogenization, and generation

of ‘free’ electrons. In the present paper we will consider only

the latter. The structure of the interface yields the number of

the interface dangling bonds of about 5 � 1018 m�2. Genera-

tion of ‘free’ electrons is a thermally activated process; at

4000 K the bulk concentration of ‘free’ electrons

ð1:5� 1024 m�3Þ will be sufficient to saturate all dangling

bonds with the electrons. If we estimate the energy decrease

from trapping an electron on the dangling bond to be � 1 eV,

we arrive at the interface energy reduction of 0:8 J=m2. Then,

assuming that lD=G and the average molar volume do not

change much with temperature, we can estimate from Eq.

(27) the slope of the temperature dependence of the barrier-

height coefficient to be @An=@T � �0:05 kJ=mol K. Thus the lin-

ear approximation of the barrier-height coefficient takes the

form:
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AnðT;PÞ
kJ

mol

� 
� 297:6þ 1:79� P½GPa� � 0:05� T½K� ð28Þ

Variation of An with temperature along the graphite/diamond

phase-equilibrium boundary is shown in Fig. 5.

As one can see from Eq. (26) the interfacial energy of the

carbon system is affected by the phase-transformation com-

pression while the interfacial thickness is unaffected by the

volume change. The effect of compression on the interfacial

energy can be estimated as follows:

e � rD=GðVG–VDÞ
rD=GðVG ¼ VDÞ

� 1 ¼ VG þ VD

2ðVG � VDÞ
ln

VG

VD
� 1 ð29Þ

For the diamond/graphite transition this effect is relatively

small, e � 1:4%.

2.4. Nucleation of diamond from liquid carbon

Ghiringhelli et al. [14] conducted MD simulations of nucle-

ation of diamond phase from liquid carbon using a semiem-

pirical many-body potential that has been fit to the

properties of solid and liquid carbon phases. The entire sim-

ulation box contained 2744 particles. The successful attempt

at T A ¼ 5000 K and PA ¼ 85 GPa (‘blue diamond’ in Fig. 1) cor-

responded to the chemical potential difference (driving force)

of DlA ¼ 0:60 kBT A. It resulted in the creation of a critical nu-

cleus of NA ¼ 110 carbon atoms with the number density of

qA ¼ 191 nm�3 and the total Gibbs free energy excess of

DGA ¼ 25 kBT A. These numerical results were fitted into the

Classical Nucleation Theory (CNT). Although the authors

have to be complimented for their attempt to obtain the

quantitative information regarding the nucleation process,

one has to notice that matching their data to CNTwas not jus-

tified because neither of the regular CNT assumptions – that a

new-phase nucleus contains large number of atoms, the

interface between the new and parent phase is infinitely thin,

or that the interfacial energy is independent of the driving

force – was satisfied in their case. For instance, we will show

below that most of the volume of the critical nucleus was cov-

ered by the interfacial region.

The continuum theory provides a much better platform for

comparison with the MD numerical simulations then CNT be-

cause neither of the CNT assumptions is used in the contin-

uum theory. In Appendix, using the continuum theory, we

derived the expressions for the total Gibbs free energy excess

DGcn and number of moles N cn of the critical nucleus of a new

phase in the infinite amount of the parent phase. These

expressions were used to formulate a routine for the identifi-

cation of the parameters of the continuum theory. Below this

routine will be used for the parameters Ag and jg. For the free

energy, Eq. (25), the terminal phases – diamond and liquid car-

bon – have the same structural OP n ¼ n0. Hence, the whole sys-

tem of diamond nucleus in liquid carbon corresponds to n ¼ 0

(the thick black horizontal line in Fig. 3). As the compression

effect for diamond/graphite transition is rather small (see

Eq. (29) and below) and V L � V D 	 ðV L þ V DÞ=2 at high temper-

ature, we neglect this effect for the diamond/liquid-carbon

system.

According to the routine developed in Appendix, one has

to numerically resolve Eq. (A19) where the left-hand side is

a particular function, HðgtÞ, represented in Fig. A2 and the

right-hand side is a number a obtained from experiments or

simulations. Comparing the continuum-theory quantities
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Fig. 5 – Barrier-height coefficient An (dashed line) and its critical value A
n (solid line) versus temperature along the graphite/

diamond phase-equilibrium boundary.
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with their numerical counterparts from Refs. [8,14] we find

that DGcn ¼ DGA, DGD=L ¼ DlANAv, and N cn ¼ NANAv where NAv

is the Avogadro number. Hence:

a � DGcn

NcnDGD=L
¼ DGA

NADlA

¼ �0:379

Vcn �
Ncn

�q
¼ NA

qA

¼ 0:576 nm3

ð30Þ

Then, the numerical solution of Eq. (A19) yields (see Fig. A2):

gtðaÞ ¼ 0:334: ð31Þ

Application of Eq. (A20) yields the values of the coefficients Ag

and jg at ðT ¼ 5000 K; P ¼ 85 GPaÞ:

Ag ¼
6jDlAjNAv

1� 2gtðaÞ
¼ 374:

kJ
mol

jg ¼ Ag
Vcn

4pI1½gtðaÞ�

� �2=3

¼ 2:46� 10�15 J m2

mol

ð32Þ

Using the values of Ag and jg we can estimate the diamond/li-

quid interface energy and thickness as following:

rD=L ¼
�q
6

ffiffiffiffiffiffiffiffiffiffi
jgAg

p
¼ 1:603

J

m2
;

lD=L ¼ 4
ffiffiffiffiffiffi
jg

Ag

r
¼ 0:324 nm

ð33Þ

The present estimate of the diamond/liquid interfacial energy

is in good but not perfect agreement with that of [14],

1:86 J=m2, obtained through the comparison with CNT. We ar-

gue here that our estimate is more consistent. Indeed, given

the volume of the critical nucleus in [14] of 0:576 nm3

(see Eq. (30)) and assuming that it was a sphere, its radius

would be 0.516 nm. Comparing this estimate with that of

the interfacial thickness, Eq. (33), we can see that the thick-

ness of the interface is more than a half of the radius of the

critical nucleus. In Fig. 6 is depicted OP g versus the scaled dis-

tance from the center of the critical nucleus of diamond in li-

quid carbon. The graph also shows that the transition zone

occupies a large portion of the critical nucleus. Thus, at least

one assumption of CNTwas not satisfied in the simulations of

[14].

Also in Fig. 6 is depicted variation of the average coordina-

tion number C, defined by Eq. (17), along the radius of the crit-

ical nucleus of diamond in liquid carbon. Notice that the

coordination number changes more abruptly from the dia-

mond-like to liquid-like value in the transition zone than

the OP. Another important feature to notice is that in the li-

quid phase the average coordination number falls below the

value of 3, which on the microscopical level means presence

of sp1 hybridized atoms. Although this may be an artifact of

the linear relationship, Eq. (17), it may also contain certain

physical significance. Modeling of liquid and amorphous car-

bon shows that sp1-carbon can be present in both materials,

although not in high concentration. For instance, the fraction

of sp1-carbon in liquid carbon around the triple point can be

as high as 15% although diamond and graphite remain essen-

tially sp1-carbon free. This means that sp1-carbon plays an

important role in transition states, mostly facilitating the

continuity of the network and helping to eliminate the dan-

gling bonds.

3. Applications of the theory

3.1. Graphite/liquid-carbon interfacial energy

A natural application of the developed model is to the prob-

lem of crystallization of graphite from liquid phase. Out of
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nucleus of diamond in liquid carbon at (T, P) that corresponds to the blue diamond point on the phase diagram of Fig. 1.

(+)-transition state gtðaÞ.
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many aspect of graphite crystallization only the structure of

the solid/liquid interface and the interfacial energy, rG=L, at

the graphite melting line (the ‘black triangle’ point on the

phase diagram in Fig. 1) will be considered here. The differ-

ence from the previously considered cases of diamond/liquid

and diamond/graphite interfaces is that now both OP’s, g and

n, vary along the coordinate axis perpendicular to the plane of

the interface. Hence, the 1D open-system equilibrium-state

boundary-value problem for the graphite/liquid interface in-

cludes simultaneous equations, Eq. (11a), for both OP’s. In

addition to the driving forces of both processes – crystalliza-

tion and structural – our model depends on the two sets of

barrier-height and gradient-energy coefficients. These coeffi-

cients were identified in the previous section but at the tem-

peratures and pressures different from those of the ‘black

triangle’. In the calculations below we used Eq. (28) for the

coefficient An; all other coefficients were assumed to be tem-

perature and pressure independent. The system of simulta-

neous equations was numerically solved and a separatrix

that satisfies the boundary conditions, Eq. (11b) was found.

In Fig. 3 is depicted the projection of the separatrix on the

plane ðg; nÞ. In Fig. 7 are shown the spatial distributions of

OP’s and scaled molar Gibbs free energy, Eq. (25), along the

coordinate axis perpendicular to the plane of the interface.

Compare Figs. 3, 7 and notice that although the trajectory of

the representative point of the interface crosses two critical

lines, n ¼ ntðgÞ and g ¼ gtðnÞ, Eq. (20), there is actually only

one Gibbs free energy barrier on the path of this point.

Numerical calculations of the graphite/liquid interfacial

energy, Eqs. (14) and (25), produced the value:

rG=L ¼ 1:66
J

m2
: ð34Þ

Notice that this value is comparable to rD=L and rG=D.

3.2. Nanostructured amorphous carbon

In Section 2.2 we discussed a possibility for a transition state

to become thermodynamically stable in a closed system if the

conditions of Eqs. (16) and (17) are fulfilled. In the present sec-

tion we apply these conditions to the system described by

Landau–Gibbs free energy, Eq. (25). Eq. (16) can be expressed

as an inequality for the barrier-height coefficient:

AnðT;PEÞ < A
n � 8ðVG � VDÞ2
@V

@P

� �
G

þ @V

@P

� �
D

				 				�1

ð35Þ

where its critical value, A
n, depends only on the equilibrium

properties of the phases and is proportional to the transfor-

mation shrinkage squared2. In Fig. 5 the coefficient An, Eq.

(28), and its critical value A
n are shown as functions of T along

the graphite/diamond phase-equilibrium boundary. As one

can see the condition of Eq. (35) is fulfilled for T > 2000 K.
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2 The critical value in Eq. (35) is 9/8 times greater if only the local stability of the transition state is required as opposed to the global
one.
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In Fig. 8 the graphite and diamond phases and the transi-

tion state are represented by their molar Helmholtz free ener-

gies as the functions of molar volume at 4000 K. One can see

that there is a certain domain of molar volumes where the

transition state has less Helmholtz free energy (more stable)

than both bulk phases. Compare Fig. 8 with Fig. 2 and notice

that the transition state has greater Gibbs free energy than

both bulk phases for the same pressure. This means that

although this state is not a stable phase under conditions of

fixed pressure it can be stable under the conditions of fixed

volume. However, the heterogeneous state that is, a mixture

of graphite and diamond phases has lower Helmholtz free en-

ergy than any of the homogeneous ones in the domain be-

tween the equilibrium values of the molar volumes of the

bulk phases ðV D; V GÞ. This means that in a closed system of

the average molar volume from this domain a macroscopic

(large enough) piece of carbon will break up into coexisting

phases of diamond and graphite. The situation changes dra-

matically in nanostructures with the dimensions less than

the critical size, Eq. (17): according to the analysis of [36] the

transition state becomes globally stable (that is, with respect

to all fluctuations of n) against the graphite and diamond

phases and a mixture of the two.

Stabilization of the diamond/graphite transition state un-

der the closed-system conditions allows us to conjecture that

this state corresponds to the nanostructured amorphous car-

bon (na-C), which, as it was pointed out in the Section 1, is

thermodynamically stable to a certain degree. Notice that for-

mation of the stable na-C should be orientation dependent.

The above presented conjecture allows us to interpret re-

sults of the experiments on FIB irradiation of the surface of

the single crystal CVD diamond film [18–20]. Gaþ-ion-beam

scanning irradiation of the films produced nanodots and

nanowires of the width approximately equal to the diameter

of the beam that is � 20 nm [18–20]. The nanostructures were

stable at the room temperature; their conductivity was

smaller than that of the graphite but greater than that of

the diamond. When annealed at approximately 1000 �C for

15–20 min the conductivity of the nanostructures always in-

creased approaching that of the graphite phase. In the exper-

iments of [18–20] the phase content of the nanostructures

remained undetermined with the amorphous phase being a

candidate. Irradiation of the film creates high temperature

and pressure in the affected zone. However, there is no evi-

dence that the irradiated material in these experiments was

molten at any time and we assume that the entire transfor-

mation path passed in the solid state. Gaþ ions most likely

do not remain in the nanostructures because Ga does not

form compounds with carbon. Then, according to the crite-

rion, Eq. (35), at the temperature and pressure of irradiation

the condition for the stabilization of the amorphous phase

was met, see Fig. 5. The support for the amorphous structure

of the produced states comes from the observed limited con-

ductivity of the irradiated materials, which is due to the par-

tial hybridization of the transition state, 0 < nt < 1. When the

temperature decreases the amorphous phase becomes unsta-

ble but the slow kinetic processes do not allow the material to

achieve the thermodynamic equilibrium state – the graphite
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phase. During annealing the kinetic processes speed up sig-

nificantly which helps the system to restore thermodynamic

equilibrium that is, transform the nanostructure into the sta-

ble graphite phase ðnG ¼ 0Þ.
The present theoretical study applies to a closed system of

fixed volume, which is not completely the case for the surface

irradiation experiments. To verify the theoretical predictions

of the present research it would be very interesting to conduct

an irradiation experiment where the transformation takes

place completely under the surface of the film that is, in the

bulk of a carbon film. This may be achieved by means of fo-

cused high energy ion irradiation [41,42], which is known to

produce buried amorphous nanoclusters in diamond.

4. Discussion

In this paper we build a continuum theory of carbon phases,

which ties up many seemingly unrelated data on carbon sys-

tem. For the consistency of the theory it would be preferential

to use the data from the same work or at least the works that

use similar methods. Unfortunately such data are not avail-

able at present. That is why we used the data of a few differ-

ent studies, which nevertheless we find quite consistent. The

theory describes transformations between graphite, diamond

and liquid carbon with the help of a Landau–Gibbs free energy

which, in addition to temperature and pressure, depends on

two order parameters: crystallization and structural. The

thermodynamic data on the equilibrium (stable and metasta-

ble) phases were obtained from the database of [4] for low

temperatures and the numerical study of carbon system in

[8] for high temperatures. The Landau–Gibbs free energy con-

tains two barrier-height and two gradient-energy coefficients,

which were calculated from the data obtained in the studies

of nucleation of diamond on graphite [40] and from liquid-

carbon [14]. The results of [40] are applicable only to the spe-

cific, most favorable, diamond/graphite matching direction,

which means that out of a few possible diamond/graphite

barriers the value determined here is the lowest. On the

microscopic level, in the transition zone the diamond crystal,

which incorporates atoms with rigid sp3 bonds, should match

another carbon phase – liquid or graphite – composed of

atoms with predominantly sp2 bonds. As a result, there are

certain similarities between the barrier heights of the two

interfaces. Thus, similarity of the values of the diamond/

graphite and diamond/liquid-carbon barrier-height coeffi-

cients, Ag and An, Eqs. (27) and (32), is due to similarities of

the transition regions as opposed to the terminal phases be-

cause structurally graphite and liquid carbon are very differ-

ent. The disparity of the values of the gradient-energy

coefficients, jn and jg, Eqs. (27) and (32), with the latter being

more than 4 times greater than the former can be explained

by significantly greater level of stress in the diamond/graphite

interface than in the diamond/liquid one. The boundary of

the absolute stability of the graphitic phase, which was at-

tained in the numerical calculations of the graphite–diamond

transition in [7], we interpret here as the spinodal point of the

Landau–Gibbs free energy. This result allowed us to calculate

the pressure dependence of the coefficient An. The tempera-

ture dependence of this coefficient was estimated on the

bases of the conclusion in [40] that high value of the dia-

mond/graphite interfacial energy mostly is due to the signifi-

cant number of dangling bonds on the interface. We have not

found data in the literature that would allow us to estimate

the temperature–pressure dependencies of other coefficients.

The continuum model yielded the value of 1:603 J=m2 for

the diamond/liquid-carbon interface energy as opposed to

1:86 J=m2 obtained in [14] by comparing the MD simulation re-

sults with the Classical Nucleation Theory. We believe that

our value is more consistent because it is not based on the

comparison with CNT, which is not applicable here. The cali-

brated theory was also used for the analyses of the graphite/

liquid-carbon interface energy, which can be used for numer-

ical simulations of graphite crystallization and, to the best of

our knowledge, has not been published yet. The obtained va-

lue of graphite/liquid-carbon interface energy, 1:66 J=m2, is

comparable to that of diamond/liquid-carbon and can also

be explained by the similarities of the transition regions.

The diamond/liquid and graphite/liquid interfacial ener-

gies can be compared with the crystal/liquid interfacial ener-

gies of other elements of group IV of the periodic table. The

values of the latter quantities acceptable for the comparison

were obtained in numerical experiments using cleaving or

capillary-fluctuation methods. They are (in J=m2): 0:34� 0:42

for silicon (depending on the orientation of the interface)

[43],3 0.165 for germanium, 0:055 J=m2 for tin [45], and

0.057(4) for lead [46]. As one can see the interfacial energies

of these materials depend strongly on the bond energies of

the elements, with carbon being a strongly covalent material

with the highest bond energy and tin and lead – a metal or

semimetal with the least bond energy. A similar trend can

be found in the surface energies (crystal/vapor) of C, Si and

Ge where, however, the role of orientation and surface recon-

struction is much more important [47].

We also analyzed stability of nanostructured amorphous

carbon (na-C) and were able to interpret na-C as the transition

state of the Landau–Gibbs free energy function. This conjec-

ture helped us to explain results of the experiments on amor-

phization of carbon under conditions of FIB irradiation of

CVD-diamond nanofilms [18–20]. Regardless of the theoretical

interpretation, we think that the term ‘amorphous carbon’ is

a misnomer. The problem with such nomenclature is that

amorphization is usually associated with crystallization

when amorphous state is understood as a failed crystal [48].

It should be distinguished from a phase or state that emerges

as a result of an entirely solid-state transformation. For the

lack of a better term such phases may be called disordered solid

phases.

The present model may be extended to include other

structural modifications of carbon. To include a carbine phase

with predominantly sp1 hybridization of carbon atoms the

free energy Gðg; nÞ should have another minimum in the

ðg; nÞ-domain that corresponds to the average coordination

3 Another value obtained experimentally, 0.68–0.69 at melting temperature and decreasing to about 0.32 for lower temperatures, is
given in [44], but seems to be inconsistent here.
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number C � 2. For the model to include other solid phases,

e.g. BC-8 or hexagonal carbon, the free energy Gðg; nÞ should

have additional minimum in the domain g > 1 or a third OP

should be introduced.

Kinetics of the transformations is another direction of

expansion of the present theory. It is possible to extract the

kinetic coefficients from the numerical simulations of dia-

mond nucleation rate in [14]. These data may be used for

the large-scale modeling of graphite and diamond crystalliza-

tion. The suggested framework may also be applied to an en-

tirely different element of tremendous practical significance –

silicon. These challenging problems will be dealt with in the

later publications.
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Appendix. 3D critical nucleus

Proper description of the process of nucleation is an impor-

tant goal of the continuum theory of phase transitions. Ther-

modynamic data on the free energy excess and size of a

critical nucleus can be successfully used for the identification

of the parameters of the continuum method. The general

strategy is the following: one obtains values of the free energy

excess and volume of the critical nucleus of the new phase

using other means of study, e.g. experiment or molecular sim-

ulations, and compares them with the similar values ob-

tained by means of the continuum method. Cahn and

Hilliard [49] (CH) considered this problem in the limit of a

large driving force that is, the free energy difference between

the parent and product phases. In the present Appendix the

problem will be solved without the simplifying assumptions

of the large driving force. The process of nucleation is affected

by the difference of the densities of the parent and product

phases. However, the compression effect of nucleation is

not considered here. For the sake of brevity we will be consid-

ering nucleation for a solid phase from liquid, although the

results are applicable to many different transformations.

The boundary-value problem for the crystallization OP var-

iation can be obtained from Eq. (8) in the main text:

jr2g ¼ @G
@g

ðA1Þ

jrgj ! 0; g! 0 for x!1 ðA2Þ
l ¼ GðT;P; g ¼ 0Þ � GLðT;PÞ ðA3Þ

For a 3D spherically symmetric nucleus: r2 ¼ 1
r2

d
dr ðr2 d

drÞ where

r is the distance from the center of the nucleus. For the molar

free energy of the system, Eqs. (4) and (25), r can be scaled as

follows:

~r ¼ r
d

; d ¼
ffiffiffiffi
j
A

r
ðA4Þ

and the boundary-value problem, Eqs. (A1), (A2), (A3), takes

the form:

d2g
d~r2
þ 2

~r
dg
d~r
þ 2gðg� gtÞð1� gÞ ¼ 0; ðA5Þ

dg
d~r
¼ 0 at ~r ¼ 0; ðA6Þ

dg
d~r
! 0; g! 0 at ~r!1; ðA7Þ

that depends only on the transition state OP, Eqs. (20) and (22),

as an external parameter:

gt ¼
1
2
þ 3

DGS=L

A
ðA8Þ

The solution of the boundary-value problem Eqs. (A5), (A6),

(A7) is not a regular trajectory in the space ðg; dg=d~rÞ but a sep-

aratrix because there are three boundary conditions for a sec-

ond-order ODE [29]. The problem Eqs. (A5), (A6), (A7) can be

solved numerically by selecting a proper initial value

g0 ¼ gð~r ¼ 0Þ that allows the trajectory to satisfy other three

boundary conditions.

The total free energy excess due to presence of the solid

nucleus in a previously homogeneous liquid equals:

DGcn ¼ GfT;P;N; gðrÞg � lN ðA9Þ

Taking into account the expressions for the total free energy,

Eqs. (4) and (5), and the mole number, Eq. (7), and assuming

that densities of the phases are equal q ¼ �q ¼ constðxÞ, Eq.

(A9) can be written as follows:

DGcn ¼ �q
Z
V

GðT; P; gÞ þ 1

2
jðrgÞ2 � l

� 
dx ðA10Þ

Using the Gaussian theorem together with the formula

rðgrgÞ ¼ gr2gþ ðrgÞ2, the equilibrium equation, Eq. (A1),

and boundary condition, Eq. (A2), we obtain the relation:

j
Z
V

ðrgÞ2dx ¼ �
Z
V

g
@G
@g

dx ðA11Þ

Then using this relation and the boundary condition Eq. (A3)

for Eq. (A10) we obtain the expression for the free energy of

the 3D spherically symmetric ðdx ¼ 4pr2drÞ critical nucleus

of solid in liquid:

DGcn ¼ 4p�qd3

Z 1

0
GðT;P; gÞ � GLðT; PÞ �

1
2

g
@G
@g

� 
~r2d~r ðA12Þ

For the system with the molar free energy, Eq. (25), this

expression takes the form:

DGcn ¼ 2p�qd3A
2
3
ð1þ gtÞI3 � I4

� 
ðA13Þ

where we used the expressions for the n-th order moments of

the OP distribution:

InðgtÞ ¼
Z 1

0

gn~r2d~r ðA14Þ

The number of moles in the nucleus is

Ncn ¼
Z
V

qgdx: ðA15Þ

For the 3D spherically symmetric nucleus this expression

takes the form:

Ncn ¼ 4p�qd3I1 ðA16Þ

Thus, using Eqs. (A4), (8), (13), (16) we can formulate a routine

for the identification of the coefficients A and j:
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Fig. A1 – Solutions of the problem, Eqs. (A5), (A6), (A7) for different values of the transition state OP: (1) gt ¼ 0:0041; (2) 0.0558;
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1. Solve the boundary-value problem, Eqs. (A5)–(A7), for all

appropriate values of gt.

2. Compute the moments, Eq. (A14), using the solution from

#1.

3. Compute the function:

HðgtÞ �
ð1þ gtÞI3ðgtÞ � 3=2I4ðgtÞ

ðgt � 1=2ÞI1ðgtÞ
ðA17Þ

4. From the external data compute the following numbers:

a � DGcn

NcnDGS=L
; Vcn ¼

Ncn

�q
ðA18Þ

5. Find the value of the transition state OP gt that satisfies the

following equation:

HðgtÞ ¼ a ðA19Þ

6. Find A and j from the following relation:

A ¼ 3DGS=L

gtðaÞ � 1=2
; j ¼ A

Vcn

4pI1½gtðaÞ�

� �2=3

ðA20Þ

7. If the value of the solid/liquid interfacial energy r is inde-

pendently available, verify the obtained values of A and j

by comparing the external value of r to the continuum

expression of the interfacial energy:

r ¼ �q
6

ffiffiffiffiffiffiffi
jA
p

: ðA21Þ

In Fig. A1 are plotted the solutions of the boundary-value

problem, Eqs. (A5), (A6), (A7), which was numerically solved

for the values of 0 < gt < 0:4. Notice that a recognizable inter-

face exists only for gt P 0:16 when the value of the OP at the

center of the nucleus is greater than 0.5. In Fig. A2 are plotted

function HðgtÞ, Eq. (A17), and the moments In of orders

n ¼ 1� 4, Eq. (A14). The rest of the routine, (##4–7), depends

on the external data and is implemented in the main text.

The CH-routine suggested in [49] has an advantage over

the present one (UA) in being able to avoid #5 after scaling

out the transition state OP: g! gtg. The CH-routine assumes

that g	 1. As one can see from Fig. A1 the CH-routine is valid

for gt 6 0:0041. To estimate the accuracy of the CH-routine for

the problem considered in the main text we computed gt for a

particular value of a ¼ �0:379 (see main text) using both

methods: gt;UAðaÞ ¼ 0:334; gt;CHðaÞ ¼ 0:227. As one can see from

Eq. (A20) and Fig. A2, different routines yield different values

of the coefficients A and j. Obviously, the source of the differ-

ence is the fact that the condition g	 1 is not satisfied for this

value of a.
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